
A “Survey” on Mixed-Integer Programming Techniques in Bilevel Optimization

Thomas Kleinert, Martine Labbé, Ivana Ljubic, Martin Schmidt

@schmaidt

July 4, 2022 — EURO 2022, Espoo, Finland

1

https://twitter.com/schmaidt


The Team

2



November 23: “I would like to invite you to give a semi-plenary keynote
at our conference within the area of ”Discrete Optimization and Al-
gorithms”. We think that your expertise in ”Bilevel Optimization” will
make a valuable contribution to the conference.”

November 24: “Hi Arie, thank you very much for your email and your
offer to give a keynote at the EURO 2022 in Espoo. I feel very honored
- you can log me in!”

March 28: “Dear laureates, I am sorry I forgot one ”obligation” for one
of you: …”

March 28: “I am giving a keynote at EURO 2022 already but I am happy
to give a talk on the paper if no other one wants to give this talk.”

3



End of March …
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March to end of June …
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End of June …
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Overview

What is Bilevel Optimization Anyway?

A Brief History of Mixed-Integer Techniques for Bilevel Optimization
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What is Bilevel Optimization Anyway?



Bilevel Optimization in a Nutshell

“Usual” optimization models

• a single decision maker

• one set of variables and constraints

• one objective function

Bilevel optimization

• two decision makers

• both interact in a hierarchical way
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Hierarchical Decision Making

Leader: Alice x
decides first

anticipates follower (Bob)

Follower: Bob y
decides second (of course)
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A Bit More Formal

Upper-level problem

“min
x
” F(x, y)

s.t. G(x, y) ≥ 0

, y ∈ S(x)

Lower-level problem

min
y

f (x, y)

s.t. g(x, y) ≥ 0

• Different solution concepts: optimistic vs. pessimistic (Dempe 2002)
• Strongly NP-hard problem in general (Hansen, Jaumard, Savard 1992)
• Checking local optimality is NP-hard (Vicente et al. 1994)
• Mixed-integer linear bilevel problems are Σ2

p-hard (Lodi et al. 2014)
• Optimistic variant
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A Brief History of Mixed-Integer
Techniques for Bilevel Optimization



Research Activity in Bilevel Optimization

1940 1960 1980 2000 2020
0
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Based on the references in
A Survey on Mixed-Integer Programming Techniques in Bilevel Optimization
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Where it all started

1940 1960 1980 2000 2020
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Heinrich Freiherr von Stackelberg

Hierarchy in decision making in markets

• 1934: Marktform und Gleichgewicht
(Habilitation thesis)

• 1952: Theory of the market economy

13



The 1960s: A Bilevel-Free Time
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The 1960s: A Bilevel-Free Time

Bilevel-free time, but …

• Land and Doig (1960): branch-and-bound

• Kelley (1960): cutting plane method

• Benders (1962): Benders decomposition

• Geoffrion (1972): generalized Benders decomposition

• Clark (1961) & Williams (1970): dual feasible set is unbounded for bounded primal feasible sets

• Beale and Tomlin (1970): special ordered sets (SOS) of type 1
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The 1970s: Where it really started
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The 1970s: Where it really started

• Bracken and McGill (1973)

• Military application

• Cost-minimal mix of weapons

• Candler and Norton (1977)

• First general discussion of
multi-/two-level problems
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Fortuny-Amat and McCarl (1981): Maybe the most influential bilevel paper
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Fortuny-Amat and McCarl (1981): But at least (one of) the best cited papers in bilevel optimization
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The Linear-Linear Case

min
x∈Rn,y∈Rm

c>x + d>y s.t. Ax + By ≥ a, y ∈ S(x)

S(x): set of optimal solutions of the x-parameterized linear problem

min
y

f>y s.t. Dy ≥ b− Cx
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Fortuny-Amat and McCarl (1981)

The lower-level problem is an LP:

min
y

f>y s.t. Dy ≥ b− Cx

The KKT conditions

Cx + Dy ≥ b

λ ≥ 0, D>λ = f

λ>(Cx + Dy − b) = 0

are both necessary and sufficient

Single-level reformulation

min
x,y,λ

c>x + d>y

s.t. Ax + By ≥ a, Cx + Dy ≥ b

λ ≥ 0, D>λ = f

λ>(Cx + Dy − b) = 0
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Fortuny-Amat and McCarl (1981)

min
x,y,λ

c>x + d>y

s.t. Ax + By ≥ a, Cx + Dy ≥ b

λ ≥ 0, D>λ = f

λ>(Cx + Dy − b) = 0

• Be careful if the dual multipliers are not unique (Dempe, Dutta 2012)

• Otherwise, all is nice …

• … except for the nasty KKT complementarity conditions

λ>(Cx + Dy − b) = 0
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How to deal with KKT complementarity conditions

λ>(Cx + Dy − b) = 0

That’s a disjunction
λi = 0 ∨ (Cx + Dy − b)i = 0, i ∈ {1, . . . , `}

Introduce a binary variable and some big-Ms …

Cx + Dy − b ≤ MP(1− u)

λ ≤ MDu

u ∈ {0, 1}`
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Mixed-Integer Linear Reformulation

min
x,y,λ

c>x + d>y

s.t. Ax + By ≥ a, Cx + Dy ≥ b

λ ≥ 0, D>λ = f

Cx + Dy − b ≤ MP(1− u)

λ ≤ MDu

u ∈ {0, 1}`

But how to choose the nasty big-Ms?
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Pitfall #1: Heuristics do not work!
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Pitfall #2: It’s really hard!
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Remedy: It’s not even required anymore!
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The 1990s: Branch-and-Bound

• Bard and Moore (1990): Branch-and-bound for bilevel problems
with continuous problems at both levels

• Similar ideas and extensions: Bard (1988), Edmunds and Bard (1991)

• Hansen et al. (1992): New branching rules + strong NP hardness
• Moore and Bard (1990): First branch-and-bound for discrete bilevel problems

• Similar ideas and extensions: Bard and Moore (1992)

Cuts entered the stage later on:

• Wu et al. (1998): Tuy’s cuts

• Audet, Haddad, et al. (2007): disjunctive cuts

• Audet, Savard, et al. (2007): Gomory-like cuts

• Kleinert, Labbé, et al. (2020): primal-dual coupling cuts
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From 2009 on …
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Why 2009?

Moore and Bard (1990)

• First branch-and-bound for discrete bilevel problems

• Bad news: two of the three standard branch-and-bound fathoming rules
for mixed-integer optimization are not valid in the bilevel context

The Redemption

• DeNegre and Ralphs (2009): “A branch-and-cut algorithm for integer bilevel linear programs”

• MILP-based branch-and-cut approach
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This pushed the research again

Branch-and-bound

• Fischetti, Ljubić, et al. (2018): branch-and-bound method for mixed-integer upper- and
lower-level problems + coupling constraints at the upper level

• Xu and Wang (2014): multi-way branching

• Wang and Xu (2017): watermelon algorithm

Branch-and-Cut

• Tahernejad et al. (2020): generalized no-good cuts

• Caramia and Mari (2015): another variant of no-good-cuts

• Fischetti, Ljubić, et al. (2018): intersection cuts to separate integer bilevel infeasible points

• Fischetti, Ljubić, et al. (2017): Follow-up with improved computational techniques
+ available code

• Tahernejad et al. (2020): another available code
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Not touched here but in the survey

• Bilinear lower levels
• pricing problems
• toll setting problems

• Stackelberg bimatrix games

• Interdiction games

• Pessimistic setting

• Mixed-integer nonlinear bilevel problems
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Discussion of the state-of-the art

More than 250 references

Open access
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